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Abstract

Nowadays, the data analysis and interpretation are very important in
many fields of science. One of the most preferred methods in data analysis
is linear regression due to its simplicity to interpret and ease of applica-
tion. Linear regression models are used to explain the relationship between
a dependent variable and one or more independent variables. One of the
assumptions accepted while obtaining linear regression models is that there
is no correlation between the independent variables in the model which refers
to absence of multicollinearity. As a result of multicollinearity, the variance
of the parameter estimates will be high and this reduces the accuracy and
reliability of the linear model.

The most powerful and preferred methods for eliminating the multi-
collinearity problem are shrinkage methods. Shrinkage methods aim to han-
dle the multicollinearity problem by minimizing the variance of the estima-
tors in the model. Ridge Regression, LASSO, and Elastic-Net are well-known
and popular shrinkage methods. These methods converge the values of the
coefficients of the variables in the model to zero or very close to zero values.

In this study, mentioned shrinkage methods were applied to different sim-
ulated data sets with different characteristics and also three real-world data
sets. After all models created, some performance criteria were calculated
for each method to determine which method gives better results in the data
set in which characters. Based on performance results, the methods were
compared with TOPSIS, which is one of the Multi-Criteria Decision Making
Methods, and the order of preference was determined for each data set.
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