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Abstract

In a regression model, information is always critical to estimate accurately.
The information is generally limited to sample data, and no prior knowledge
of the model’s parameters is assumed. Sparsity and multicollinearity are ex-
amples of theoretical knowledge that have been utilized to develop penalized
estimators. However, other sources of information, such as expert sugges-
tions, previous experiments, and studies, can also contribute non-sample in-
formation. This study aims to combine all available information to construct
a new estimator called the restricted elastic net estimator. Incorrect infor-
mation affects the accuracy of a prediction, but accurate information reduces
prediction error. This claim was supported by using correct information to
develop a more precise estimate and collect evidence to prove it. Simulated
research and real-data applications demonstrated this.
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